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Disclaimer

Views and opinions expressed are my own and do not necessarily reflect the views and opinions of InvestSuite. I am not a financial
advisor. None of the information should be taken as financial advice or recommendations. All my writings are for informational
purposes only. All provided codes are to be used at own responsibility.
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Roboadvisors: ¿Qué

• Automated investment advice
• Many savers turned into investors (e.g. digital natives)
• Paper ’Robo-Advisors Today and Tomorrow: Investment Advice

Is Just an App Away.’
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https://jwm.pm-research.com/content/early/2021/09/15/jwm.2021.1.149/
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InvestSuite

Key Facts
• B2B roboadvisor based in Leuven
• Founded in 2018
• Since then grew to a team of 70+ people
• 25 clients on 3 continents
• 5 products in our current suite (including Portfolio Optimizer)
• www.investsuite.com
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Quantitative methods inside the robots

• Portfolio construction in practice
• Large gap between academia and existing robo solutions
• Beketov (2018) investigated 219 robo-advisors covering the

vast majority of market players (including Wealthfront,
Betterment, etc.)

• Link to article
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https://link.springer.com/article/10.1057/s41260-018-0092-9


Quantitative methods inside the robots
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Quantitative methods inside the robots
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Quantitative methods inside the robots

A lot has happened indeed...
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Levelling up with AI

Artificial intelligence, what’s in a name?
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Levelling up with AI

• AI: automation of tasks that require cognition (e.g. portfolio
construction)

• ML: learning from data (decision rules are output not input)
Disclaimer: it’s all just fancy statistics really.
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Levelling up with AI: learn from data

Figure: Model driven = we impose our view of how the data behaves in
the form of rules.
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Levelling up with AI: learn from data

Figure: Data driven = the machine learns the data’s view with rules as
model output rather than model input.
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Welcome to the zoo

Welcome to a zoo of more or less wild models to be tamed
• Generalized / penalized linear models

• LASSO, ridge, Elnet, PCA regression, PLS,...
• Tree-based methods

• Decision trees, random forests, ensemble methods (bagging,
boosting),...

• Graph-based methods
• Graph theory (MSTs)
• Hierarchical clustering methods

• Neural networks
• Simple ANN or Feedforward NN (MLP-Multilayer perceptron)
• Convolutional neural networks (CNN, TCN)
• Recurrent (gated) networks (GRU, LSTM, WaveNet)
• Graph nets (GNN, GraphSage)
• ...
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Levelling up with AI: the Bible

Figure: The Bible (link)
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http://dlib.hust.edu.vn/handle/HUST/19661


FAQ1: Where to start with ML in Finance?

FAQ1: Where to start with ML in Finance?
A roadmap (just a recommendation):

1 Start off with Google Machine Learning Crash Course (ML
Concepts, Tensorflow, Colab): https://developers.
google.com/machine-learning/crash-course

2 Skim the ESL (Bible of ML): Elements of Statistical Learning by
Robert Tibshirani et al
https://hastie.su.domains/Papers/ESLII.pdf

3 Skim Machine Learning in Finance by Mat Dixon https://
link.springer.com/book/10.1007/978-3-030-41068-1

4 Find an interesting problem that you want to play with, like
building your own robo trader (see demo below) and learn
Python and ML packages while doing (and have fun but keep
on reading)!
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Core idea 1: approximate sparsity
We live in a high-dimensional world, driven by low-dimensional
rules!
ML allows to find traces of those rules in the data the world
generates.
Approximate sparsity

Figure: Approximate sparsity or the sorted absolute values of the model’s
coefficients would decay fast, i.e. the jth largest coefficient (absolute
value), |β|j ≤ A−a

j ,a ≥ 1/2,∀j .
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Core idea 2: universal approximation

• Universal Approximation Theorems (e.g. Rosenblatt 1958,
Hornik 1991)

• Theoretical underpinnings of the successes of deep learning.
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Core idea 2: universal approximation

• Universal Approximation Theorems often rely on something
called the Stone-Weierstrass theorem.

• It says that subalgebras are dense in some original space
under some conditions (of smoothness and point seperations),
and typically boils down to much simpler families of functions
(e.g. linear regression) working on a transformed space (e.g.
power series) being very good approximators of much more
complex functions (e.g. polynomials) on the original space.
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Stone-Weierstrass

• Stone-Weierstrass universal approximation theorem is
therefore a crucial theorem in proving the universal
approximating capabilities of neural networks [Cot90].

• Neural networks concatenate linear weighing functions and
non-linear sigmoids or ReLU activation functions, that serve as
a learnable1 basis to linearly approximate (the final
fully-connected layer) the relationship between any output Y
and input X, i.e. where f(X) = Y is some complex polynomial.

1I.e. as a function of the network weights.
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Stone-Weierstrass and neural networks

Figure: A simple neural network (from Wikipedia)
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Stone-Weierstrass and neural networks

Figure: A simple non-linear problem
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Stone-Weierstrass and neural networks

Figure: A simple non-linear solution

Emiel Lemahieu (IVS/UGent) Omnibus presentation March 8, 2023 23 / 85



Stone-Weierstrass and neural networks

Figure: The transformed hidden or latent space: stretch, squeeze, tilt the
space into something useful (a learned representation)!
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Can we use these core ideas for portfolio
construction?

Can we use these core ideas for portfolio construction?
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Can we use these core ideas for portfolio
construction?

Yes, and no.
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Can we use these core ideas for portfolio
construction?

With caution...
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With caution...

Figure: Be critical
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With caution...

Figure: AI Powered ETF versus benchmark and IVS
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With caution...

Figure: Be critical
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With caution...

Figure: Optimum Enhanced Intelligence Fund versus IVS
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Can we use these core ideas for portfolio
construction?

Financial data (e.g. stock market time series) has its idiosyncracies:
• Non-stationarity (statistical relationships like distributions of

desired quantities and correlations change all the time
because humans change)

• Fat tails (very unlikely scenarios do happen, all the time)
• Low signal-to-noise ratio (many data points are useless, just

markets moving ’up and down, sideways and in circles’. Please
don’t fit your prediction model on Brownian increments).

• ...
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Can we use these core ideas for portfolio
construction?

Hence, a more realistic approach is a 3-step data driven
optimization approach (abbreviated 3SA):

1 Generate rich scenarios which vary according to some
conditions (macro, fundamental, whatever).

2 do optimization.
3 attribute the changes in (1) on the outcomes in (2).

Using ML for (2) is often as dangerous (because of overfitting) as it
is tempting, but what will follow focuses on (1) and (3), where I
believe it has true value.
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Portfolio drawdown optimization

• We focus on a portfolio drawdown risk (’β ’) objective.
• FAQ2: why not a return (’α’) objective?

Answer: the idiosyncracies of financial data. Using ML as an
oracle approach is dangerous and one of the reasons why it is
sometimes discredited in the quant community.

• Arguably, the main contribution of quantitative finance is
formally managing risk. Risk is easier to predict hence the
traditional focus on volatility modeling and risk-based
optimization. Moreover, it is much more persistent (e.g.
GARCH) rather than (semi-)martingale returns.

Emiel Lemahieu (IVS/UGent) Omnibus presentation March 8, 2023 34 / 85



Drawdown

Figure: Example of ξ, mt and Pt for a US Equity index (S&P500)
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Drawdown

For a portfolio value path S : [0,T ] −→ R, define its drawdown
function Ξ as:

ξt = Ξ(S)t = max(max
k<t

(Sk )− St ,0) (1)

From a learning perspective, it is a very ugly thing.
• Differentiability
• Iteration (complexity)
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Linearizing drawdown with path signatures

• Much like a Taylor expansion the drawdown can be linearized
with a set of coefficients called the iterated integrals, or path
signature.

ξ̂(N)t = ξ0 +
N∑

n=1

Ln

∫
...

∫
u1<...<un,u1,...,un∈[0,t]

dSu1 ⊗ ...⊗ dSun

︸ ︷︷ ︸
Φn(S)

(2)

where ξ̂ is the approximated drawdown at t , Ln is a vector of
linear coefficients linking the drawdown at t with the signature
terms of order n of a path S.

• Leveraging factorial decay of the approximation for Lip(α),
taking N −→ ∞ one gets an arbitrarily close approximation of ξt .
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Stone-Weierstrass, again

• Stone-Weierstrass universal approximation theorem:
signatures are a universal basis for path functions (with certain
conditions of regularity/smoothness). So the proof of Eq. (2) is
literally 5 lines of text arguing Stone-Weierstrass is applicable.

• E.g. Martin Hairer’s (Field Medalist, 2014) regularity structures
uses signatures.
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Drawdown revisited: linear drawdown
approximation

Hence, we concluded the paper with specifying:

L̂ = min
L
(||Ξ(S)− ⟨L,ΦM(S)⟩||2 + λ1||L||1 + λ2||L||2) (3)

Ξ̂(S) = ⟨L̂,ΦM(S)⟩ (4)

where λ1 = λ2 = 0 corresponds to OLS, λ1 = 0 corresponds to
Ridge and λ2 = 0 to LASSO regression [HTFF09].
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Market generator (3SA: step 1)

Can we learn to generate drawdown-realistic market scenarios
without assuming a data generating process or drawdown
distribution?
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Market generator

• Appreciate that Ξ̂(S) = ⟨L̂,ΦM(S)⟩ is a differentiable
approximation of the non-differentiable Ξ(S).

• Intuitively we just switch between the path space and the
signature space to see how a change in a path distribution
impacts the drawdown through linear loadings on the
transformed basis. We just take a linear combination of a sum,
albeit an iterated sum.

• This gives us leeway to embed drawdown evaluation in a
(neural) system of differentiable equations, i.e. machine
learning!
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Market generator

The general generative architecture that we rely on is a variational
autoencoder (VAE). We do not discuss the architecture in depth
here, but refer the interested reader to [KW14] for details on
encoder/decoder networks g, backpropagation, latent
Kullback-Leibler LL and reconstruction loss LR .
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Market generator
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Market generator
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Market generator

A standard VAE (from Wikipedia)
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Market generator

• In short, we propose to include the divergence between the
observed drawdown distribution of a batch and the synthetic
drawdown distribution in the reconstruction loss function.

• The market generator can loosely be interpreted as a moment
matching network, focusing on the moments of drawdown
rather than returns.
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Market generator: Generated paths

Figure: Generated return and drawdown distributions
Emiel Lemahieu (IVS/UGent) Omnibus presentation March 8, 2023 47 / 85



Market generator: Generated paths

Figure: Generated samples
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Market generator: Drawdown scatter

Figure: Drawdown scatter
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Market generator: Drawdown QQ

Figure: Drawdown QQ plot
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Minimum drawdon portfolio (3SA: step 2)

The minimum drawdown portfolio is the solution to the following
linear optimization problem:

min
w

E(ξ(w))

s.t. ξt = mt − wSt

mt ≥ mt−1

mt ≥ wSt

wIN = 1
w ≥ 0

(5)

where we minimize the expected drawdown ξ as a function of
portfolio weights w. The drawdown ξ is a non-linear function of the
portfolio path Pt = wSt , ξt = max(maxk<t(Pk)− Pt,0), but can hence
be written as a linear problem by instrument variable mt which
denotes the monotonic growth of the portfolio value mt ≥ wSt .
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Minimum drawdown portfolio (3SA: step 2)

• It is crucial to understand that we do not rely on a parametric
representation of S, need no additional regularity like elliptic
assumptions, hence make no assumptions about the data
generating process (DGP) underlying S. Moreover, the model
does not require any hyperparameters such as VaR or ES
confidence levels.

• The focal element of (5) is the expectation E(ξ).
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Multiscenario drawdown

Figure: Example of S for τ = 20 < T = 1300, with Ns = 1280 (= T − τ ) overlapping blocks for the US Equity index
(S&P500). I.e. multi-scenario drawdown plots for 20 day (+- 1 month) scenarios.
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Model Explainablility (3SA: step 3)

• How does the optimizer respond to shocks?
• We will focus on the US market and build a toy model of the US

economy. We collect approximately 100 conditions Ci from the
Federal Reserve Economic Data (FRED) database, including
credit and monetary data, interest rates, employment,
commodity prices, stress indicators, volatility indices, and
consumer sentiment.
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Toy macro model of US economy

Largest positive contributors to ξ Largest negative contributors to ξ
CBOE Volatility Index 0,815680 US Gov’t Securities at All Com. Banks -0,142223
Avg Weekly OT Hours: Manufacturing 0,129751 Long Term Unemployment: 27 WKS -0,043401
Exports to Mexico 0,126585 JPN/USD Currency Exchange Rate -0,029723
Univ. of Michigan: Consumer Sentiment 0,079161 Avg Hourly Earnings: Manufacturing -0,001523
St. Louis Financial Stress Index 0,072814
CNY/USD Currency Exchange Rate 0,068154
CAD/USD Currency Exchange Rate 0,053743
Imports from UK 0,038683
30-yr Conventional Mortgage Rate 0,037272
Effective Federal Funds Rate 0,029571

Table: Lasso coefficients of Ci to ξ
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Shapley values

Given a set of ncond conditions C = (Ci)i={1,...,ncond}, and a set of Np

condition sets C = (Ck )k={1,...,Np}, each set corresponding to a C
that generates J = ncond sequences Sj , each C will thus correspond
to a unique portfolio that is optimal over this subset of sequences,
i.e. for each k one has a different portfolio. The SHAP values to
each w∗

d can then formally be defined as:

Φi(w∗
d ) =

∑
S⊂[Ns\{i}]

|S|!(Ns − |S| − 1)!
Ns!

(w∗
d (S ∪ {i})− w∗

d (S))) (6)

This is the SHAP Φi for condition Ci in terms of the resulting
optimal weight w∗

d .
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Shapley values (ct’d)

Intuitively, for the Np optimal portfolios we evaluate all the subsets
of S where condition i was not active (bj = 0) and compare with the
optimal portfolios where it was w∗

d (S ∪ {i}), or bj = 1. The average
contribution of this condition to the optimal weight thus
constitutes the SHAP value.
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Shapley values

Figure: Shapley values for CBOE Volatility index on the optimal minimum
drawdown portfolio. Left: beeswarm plot which indicates the impact on
the portfolio weights per instrument and the level of VIX as color. Middle:
bar chart which is the average absolute value of the average impact of VIX
on the position (SHAP-value). Right: a decision chart or the gradual
impact on the portfolio weights by increasing/decreasing VIX.
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Macro dashboard

Figure: Macro dashboard
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Robo trading demo
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Robo trading demo

• At university you don’t often build things.
• Say the analogy is a car, you learn everything about Newtonian

mechanics, heat equations, engines, aerodynamics, etc.
without ever building even a toy car.
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A skateboard robo trading agent

• Quants usually build rockets.
• But to go from A to B one can just start with the minimal

functionality such that it still qualifies as a vehicle: a
skateboard, add a windshield, add a motor, and continuously
refine until we have a car.

• This was the initial aim of the demo: an automated trading
agent that has at least the modules a real robo trader would
have (albeit simplistically).

• Hence disclaimer: do not share under any pretexts. Use at own
responsibility. By no means is this a piece of investment advice.
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A modular robo trader blueprint

The robo trader blueprint: data integration, signal (alpha)
extraction, portfolio and risk (beta) optimization and order
execution (broker integration).

Figure: A modular robo trader blueprint
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IB Trader Workstation (TWS)

Make sure to have account
(https://www.interactivebrokers.ie/en/home.php) and
log in with paper account!

Figure: TWS login with paper account
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IB Trader Workstation (TWS)

Demo
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Data
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Data

Figure: Timeseries data
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Optimizer

Figure: Max vol, min 95%-VaR optimizer
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Backtester

Figure: Historical backtest
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Results

Figure: TimeSeries

Figure: P&L
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Place orders

Figure: Connect to TWS

Figure: Check available funds
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Place orders

Figure: Doublecheck whether connected to right (paper) account
number!!! When logged in to real-money account we would be placing
real trades!

Figure: Organize buy orders
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Place orders

Figure: Place orders and check whether correctly filled
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Place orders

Figure: Order notifications (SIMULATED!)

Figure: Orders will appear on TWS
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Follow up on performance

Figure: IB Portfolio Analyst reporting
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Extensions and challenges

• Adding windshields (proper risk management) and engines
(alpha)...

• With this skateboard (code) we literally won’t get far (return)
nor comfortable (risk)...

• Now we have oversimplified modules taking up a couple of
cells each, but nevertheless we have all modules to trade.

• In real life, quants build rockets and every module constitutes
a package or multiple software packages that make up
thousands of lines of code and communicate through APIs.
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Extensions and challenges

In recap, the modules were:
1 Data loading and preprocessing
2 Alpha signal extraction (here assumed vol as opportunity)
3 Portfolio and risk optimization
4 Trading / placing orders at broker

Emiel Lemahieu (IVS/UGent) Omnibus presentation March 8, 2023 77 / 85



Extensions and challenges

Each one could be improved:
1 Data loading and preprocessing: looking at multiple sources of

market and non-market data.
• Fundamentals (PE, Net Debt / EBITDA, FCF yield,...),
• Implied volatility and the vol surface,
• Analyst recommendations and price target disparity,
• Liquidity factor,
• ...
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Extensions and challenges

2 Alpha signal extraction: using the Statistician’s complete
Toolbox.

• Linear regression,
• Trees, random forest, XGBoost,
• (Recurrent) Neural Networks, LSTM,
• Signatures
• ...
• on numbers and text as data!!!
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Extensions and challenges

3 Portfolio and risk optimization: using a more realistic
Optimizer.

• Not using a generic solver, but defining a proper
linear(-quadratic) programme.

• Exploration of volatility, Value-at-Risk (VaR), expected shortfall /
Conditional Value-at-Risk (CVaR), or Drawdown as a risk
measure

• Exploration of constrained optimization problem (v.a.v sectors,
regions, or a chosen Benchmark (!))

• Inclusion of regularization (overfitting) or transaction costs
(turnover penalty/constraint) objectives.
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Extensions and challenges

4 Trading / placing orders at broker: optimizing order execution.
• Modeling optimal order execution (order book analysis),
• Or, more realistically, analyzing impact of Order Types (other

than MarketOrder, such as LimitOrder, BracketOrder
(LimitOrder with PROFIT TARGET or STOP LOSS criteria in OCA
(One-Cancels-All) Order Group
https://interactivebrokers.github.io/tws-api/
basic_orders.html)
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Conclusions

Conclusions
1 Roboadvisors automate investment advice.
2 AI automates tasks that require cognition in general.
3 Machine learning learns new rules from data, instead of giving

answers on data for known rules.
4 Approximate sparsity (complex world, simple rules) and

universal approximation (complex functions, simple
approximations) are the core ideas from ML/AI that can guide
us towards novel quantitative tools for finance.

5 Portfolio construction and ML/AI has been a difficult marriage,
but one has to appreciate where one can use ML/AI to enhance
the portfolio construction process rather than replacing it.

6 Our suggestion was the 3-step approach (3SA) of simulation,
optimization and attribution.
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Conclusions

Conclusions
7 We first delved into simulation and the elegance of signature

approximated drawdown for learning realistic scenarios.
8 Then we optimized on those scenarios and considered the

conditions that gave rise to them.
9 Next, we attributed the difference in portfolio to the difference

in condition values using Shapley values.
10 Finally, we looked at a skateboard approach to robo trading.
11 We built the simplest possible solution that contained all the

modules required to go from data, through optimization and
backtesting, to order execution.

12 We concluded with extensions, challenges and next steps to
gradually refine the skateboard into a car, potentially into a
rocket.
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Thank you!
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